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Background
Present-day medical artificial intelligence (AI) models for medical visual question 
answering and report generation frequently function passively. Rather than simulating 
the dynamic nature of clinical workflow, they primarily respond to direct commands. This 
restricts their applicability in real-world healthcare settings, where complex reasoning and 
multi-turn dialogue are crucial.

Objective
This paper proposes a novel multimodal framework, based on Low-Rank Adaptation (LoRA), 
that simulates authentic doctor–patient interactions. The objective is to develop an AI 
assistant capable of participating in multi-turn diagnostic conversations with improved 
reasoning, interpreting radiological images, and addressing patient queries.

Methods
We used a curated and enriched version of the VQA-Med CLEF 2019 dataset to perform 
LoRA fine-tuning on a large-scale vision–language model. To train the model for both 
visual diagnosis and natural language interaction, the dataset was supplemented with 
simulated patient queries, radiological reports, and follow-up questions.

Results
Compared with baseline and prompt-based methods, our model demonstrated superior 
performance. It achieved higher accuracy and lower loss values while producing outputs 
that were more interpretable across both textual and visual domains. The model’s capacity 
to manage intricate, multi-turn diagnostic queries was further validated through structured 
assessments.

Conclusion
The proposed framework represents a significant advancement toward AI assistants 
designed for therapeutic settings. By integrating dialogue-based reasoning with multimodal 
understanding, it bridges the gap between passive AI tools and active diagnostic agents 
capable of interacting with patient data in real-world clinical scenarios.

1. INTRODUCTION

Artificial intelligence (AI) has revolutionized healthcare in 
recent years by enabling diagnostic procedures that are faster, 
more precise, and more cost-effective. AI technologies are 
increasingly applied in medical imaging, clinical decision 
support, and predictive analytics to help physicians analyze 

*Corresponding author: 
Khadeja Fahmy 
Department of Communication and Electronics, Faculty of Engineering, Al-Azhar University, Nasr City, Cairo 11765, Egypt 
Email: khadega.al_sayed@yahoo.com

Fahmy K, Zorkany M, Ammar AE. LoRA-MedSim: An Enhanced Multimodal 
Framework for Clinical Reasoning and Realistic Patient-Doctor Interaction. Health 
Psychol Res. 2025;13(3):e81240023.
https://doi.org/10.14440/hpr.0175

complex data and improve patient outcomes.1-3 With the 
advent of AI, clinical diagnostics is undergoing rapid transfor-
mation, particularly in medical decision support and radiog-
raphy. A notable development in this field is the integration of 
visual and textual knowledge through vision-language models 
(VLMs). By combining radiological images with related clini-
cal narratives, VLMs can offer context-aware interpretations 
that approximate aspects of human diagnostic reasoning.4

https://orcid.org/0000-0002-1085-4144
https://orcid.org/0000-0003-1077-7799

https://orcid.org/0000-0003-4176-0666
https://doi.org/10.14440/hpr.0175


LoRA-MedSim: Doctor-Patient AI

	 Health Psychology Research� 2

Despite this potential, contemporary AI systems fre-
quently struggle to support genuine multi-turn interactions 
with patients and doctors. Unlike the dynamic nature of 
real-world clinical consultations, most models rely on static 
prompts and lack adaptive, conversational reasoning.5,6 
Bridging this gap is essential for developing AI assistants 
that function not only as proficient communicators but also 
as accurate diagnosticians. Applications that enable models 
to interpret medical images and generate language-based 
outputs to assist clinicians in diagnosis and treatment 
planning include automated report generation, image cap-
tioning, and medical visual question answering (Med-VQA). 
These represent some of the most significant clinical appli-
cations of multimodal AI. Recent multimodal extensions 
of large language models (LLMs) and VLMs, such as BioViL 
and CheXzero, have shown the ability to integrate textual 
and visual modalities to enhance clinical comprehension. 
By extracting semantically rich representations from mag-
netic resonance imaging (MRI), computed tomography (CT) 
scans, and X-rays, these models facilitate clinical reasoning, 
anomaly identification, and differential diagnosis with min-
imal human input. This paradigm shift has been predomi-
nantly driven by the availability of extensive medical image 
datasets (e.g., MIMIC-CXR, VQA-RAD, and VQA-Med 2019) 
and advances in transformer-based architectures that ena-
ble multimodal fusion.7 Nevertheless, the majority of exist-
ing systems function in constrained environments: they 
respond only to discrete prompts and are unable to replicate 
authentic doctor–patient exchanges or maintain context 
across multi-turn medical conversations. Current Med-VQA 
and report-generation systems therefore remain limited in 
realism, interactivity, and clinical utility, despite notable 
advances in multimodal learning. Most models treat clinical 
reasoning as a static, single-turn task in which the model 
receives an image and a question once, then outputs an iso-
lated response. Such approaches fail to reflect the dynamic 
characters of medical consultations, where doctors pose 
follow-up questions, integrate multiple data (e.g., imaging 
and laboratory reports), and provide context-dependent 
responses. Furthermore, most prior work relies on prompt-
based approaches with frozen VLMs using zero-shot or few-
shot inference. While flexible, these methods frequently 
produce hallucinated outputs, suffer from limited precision, 
and lack applicability to intricate multi-turn scenarios. 
Consequently, they are ill-suited for high-stakes clinical 
settings where traceability and factual accuracy are crucial.8 
A more patient-centered, interactive, and adaptive mode-
ling approach is therefore urgently needed.

In the present study, we propose a novel multimodal 
framework in which a VLM fine-tuned with Low-Rank 
Adaptation (LoRA) simulates realistic doctor–patient con-
versations. Unlike previous methods that passively respond 
to prompts, our system actively participates in multi-turn 
interactions by extracting structured information from 
laboratory results and radiological images while respond-
ing to patient-initiated queries in a conversational flow. By 
integrating visual perception, clinical knowledge, and dia-
logue reasoning, the model maintains contextual awareness 
throughout the consultation.

Our approach fine-tunes a pre-trained multimodal LLM 
with LoRA on an enriched version of the VQA-Med CLEF 
2019 dataset, which we augmented with simulated doctor–
patient conversations, radiological reports, and follow-up 
questions. This strategy preserves parameter efficiency 
while enabling the model to adapt to clinically relevant 
tasks such as radiological report generation, abnormality 

detection, and Med-VQA.9,10 By combining conversational 
simulation with multimodal comprehension, our method 
provides an important step toward deployable clinical AI 
agents capable of participating in naturalistic, patient-cen-
tered diagnostic sessions.

Specifically, we present a LoRA-based fine-tuned mul-
timodal framework designed to replicate full-scale, mul-
ti-turn doctor–patient conversations. The system unifies 
image interpretation, laboratory report comprehension, 
patient query handling, and radiological report generation 
within a single conversational pipeline, thereby extending 
the scope of standard Med-VQA tasks. To emulate real clin-
ical interactions, we introduce a simulated doctor–patient 
dialogue environment in which the model must reason over 
multimodal inputs and respond to sequential patient que-
ries. Compared to prompt-based and zero-shot approaches, 
our framework achieves significant enhancements in clin-
ical accuracy, response consistency, and contextual under-
standing. Evaluated on the VQA-Med CLEF 2019 dataset 
enriched with simulated patient queries, the model demon-
strates exceptional performance across both language and 
visual tasks, achieving state-of-the-art accuracy and loss 
metrics.

2. RELATED WORK

A crucial criterion for assessing multimodal models in 
clinical imaging interpretation is Med-VQA. Early tech-
niques relied on hand-crafted pipelines or convolutional 
neural network–recurrent neural network architectures, 
whereas later techniques employed pretrained VLMs such 
as MMBERT,11 TUA1,12 and WSDAN.13 The most widely used 
dataset in this domain remains VQA-Med 2019.14

Despite progress, current models are still limited. Most 
rely on prompt-based learning, lack contextual interaction, 
and function in a single-turn environment. Additionally, 
Med-VQA techniques typically address isolated question 
answering tasks rather than more complex responsibilities 
such as radiological report generation or interactive patient 
communication. With the advent of LLMs and conversa-
tional agents, research has increasingly turned toward sim-
ulating multi-turn medical discussions. Frameworks such as 
Agent Clinic15 and Med-PMC16 introduce interactive evalu-
ation setups in which a model assumes the role of a patient 
agent being questioned by a doctor. These systems aim to 
assess thinking and decision-making processes by simu-
lating diagnostic dialogues. However, most approaches are 
unidirectional; the model acts as the questioner while the 
simulated patient merely responds, with limited support for 
bidirectional flow or patient-initiated queries.

Parameter-efficient fine-tuning techniques such as LoRA 
enable domain-specific customization of LLMs without full 
retraining.9 Recent developments in medical vision-lan-
guage pretraining have further explored strategies for 
enhancing clinical performance and representation qual-
ity. For example, Liu et al.17 proposed G2D, a global-to-lo-
cal training approach for dense radiography representation 
using paired text–image data to improve localization and 
semantic alignment. Qin et al.18 introduced Adaptor, a con-
trastive learning method with frozen visual encoders that 
enables parameter-efficient training across a variety of 
medical applications. Similarly, IMITATE, proposed by Shah 
et al.,19 guided vision–language pretraining on medical 
datasets under organized supervision, hierarchically lev-
eraging clinical prior knowledge. Although these methods 
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focused on large-scale pretraining to extract robust and 
generalizable visual–textual features, our approach instead 
adapts a general-purpose multimodal foundation model for 
a specific clinical workflow—namely, modeling multi-turn 
doctor–patient interactions and visual question answering 
(VQA) tasks—through LoRA-based fine-tuning. This para-
digm supports efficient adaptability with minimal compu-
tational overhead, making it more deployable in real-world 
clinical settings.

LoRA has already been applied in medical contexts, 
as demonstrated by Med-Flamingo10 and Qwen-Med20 
to enable lightweight tailoring of multimodal models for 
knowledge retrieval and question answering. Additional 
studies also highlight its utility for medical adapta-
tion.6,9,11,13 However, despite outperforming zero-shot 
prompting, these methods still face significant drawbacks. 
First, most concentrate on single-turn interactions and fail 
to capture the intricacy of real-world diagnostic conversa-
tions, where contextual reasoning and follow-up questions 
are crucial. Second, they are often evaluated on isolated 
subtasks (e.g., image-based question answering) rather 
than within fully replicated diagnostic environments that 
integrate imaging, structured laboratory data, and free-
text clinical discourse. Third, they lack adaptive reason-
ing mechanisms, reducing their ability to dynamically 
adjust responses to evolving patient input. Our proposed 
LoRA-MedSim addresses these deficiencies by facilitating 
multi-turn, multimodal consultation. It combines conver-
sational reasoning with vision–language interpretation to 
replicate authentic doctor–patient interactions in a single, 
validated pipeline. Specifically:
•	 Integration with clinical communication: our frame-

work embeds Med-VQA within realistic clinical simula-
tions, enabling multi-turn question answering grounded 
in multimodal data, such as laboratory data and X-ray 
images

•	 Patient-centered perspective: Unlike prior work, our sys-
tem simulates clinical consultations from the patient’s 
point of view. Patients can initiate inquiries about their 
condition (e.g., test results, anomalies), and the model 
responds with clinically grounded information

•	 Task-specific adaptation: A VLM is fine-tuned using LoRA 
to perform both image-grounded responses and radiol-
ogy report generation, seamlessly embedded within a 
simulated dialogue environment.

3. SUGGESTED CRITERIA

The proposed system employs a LoRA-fine-tuned Qwen2-
VLM model to interpret multimodal clinical inputs, includ-
ing laboratory results and radiology images. By integrating 
visual elements, structured data, and conversational history, 
the system supports realistic multi-turn doctor–patient 
interactions. As a result, the diagnostic reasoning process is 
replicated, and context-aware, patient-centered responses 
are generated across multiple consultation rounds.

3.1. SYSTEM OVERVIEW

We present a novel multimodal framework that integrates 
natural language interaction with image-grounded medical 
reasoning to replicate authentic doctor–patient encounters 
(Figure 1). The system is based on Qwen2-VLM, a large VLM 
fine-tuned with LoRA on a clinically enhanced version of 
the VQA-Med CLEF 2019 dataset.

Figure 1. Overview of the proposed system. The model 
simulates a real clinical consultation by interpreting 
multimodal inputs (e.g., X-rays, laboratory reports), 
maintaining dialogue context, and generating patient-
facing answers and diagnostic summaries across 
multiple turns.
Abbreviations: ALT: Alanine aminotransferase; AST: 
Aspartate aminotransferase; CT: Computed tomography; 
DBIL: Direct bilirubin; GGT: Gamma-glutamyl transferase; 
VQA: Visual question answering.

The model engages in multi-turn dialogues with a virtual 
patient while processing visual and structured data, such 
as radiological images and laboratory reports. Through this 
interaction, it can extract findings, answer questions, and 
generate summaries that mirror real clinical consultations.

This framework operates through three fundamental 
steps: (i) perceiving multimodal inputs; (ii) comprehend-
ing and reasoning contextually; and (iii) generating inter-
active, patient-aware replies. Over several rounds, this 
framework enables the simulation of human-like diagnostic 
conversations.

3.2. MULTIMODAL INPUT PROCESSING

The system is designed to process diverse clinical inputs:
•	 A pre-trained vision transformer encodes radiology 

images (e.g., X-rays, MRI) via the Qwen2-VLM visual 
backbone

•	 Laboratory reports are converted into key–value pairs 
(e.g., alanine aminotransferase [ALT] = 65.2 U/L) and 
incorporated into the input prompt in structured text 
format

•	 Optional metadata (e.g., patient age or symptom 
descriptions) may be included to enhance reasoning 
performance.
All inputs are projected into a shared multimodal embed-

ding space, allowing the model to reason collaboratively 
across different data modalities.
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3.3. LORA FINE-TUNING PROCEDURE

Qwen2-VLM was specialized for clinical reasoning and 
interaction using an expanded version of the VQA-Med 
CLEF 2019 dataset with LoRA-based fine-tuning. In addi-
tion to image–question–answer triplets, the enhanced 
dataset incorporates synthetic multi-turn patient dialogues 
grounded in laboratory and imaging results.

LoRA was applied to the transformer decoder’s attention 
layers with rank r = 8 and α = 32, optimizing a limited set of 
parameters while preserving the full capability of the base 
model. After training, the LoRa adaptor was merged with 
the base model to create a single deployable checkpoint.

Training was performed on an NVIDIA A100 GPU using a 
batch size of eight and a learning rate of 5 × 10−5, and mixed 
precision for five epochs. Cross-entropy loss was used for 
both answer generation and follow-up response prediction.

3.4. MULTI-TURN DOCTOR–PATIENT INTERACTION 
SIMULATION

In contrast to prompt-based systems, our approach incor-
porates conversational state tracking, enabling the sim-
ulated patient and the model-as-doctor to engage in 
back-and-forth conversations. Each consultation begins 
with a patient’s concern or symptom. Using image and labo-
ratory data, the model then generates a sequence of clarify-
ing questions and answers.
The model is capable of:
•	 Analyzing visual indicators (e.g., “no signs of 

cardiomegaly”)
•	 Obtaining and interpreting test results (e.g., “elevated 

ALT suggests liver dysfunction”)
•	 Answering follow-up inquiries from the patient
•	 Producing clinical findings using standard medical 

terminology.
This simulation environment not only increases real-

world applicability but also enables a more thorough assess-
ment of multimodal knowledge across multiple stages of 
reasoning.

4. EXPERIMENTS AND RESULTS

The efficacy of the proposed method was assessed through 
extensive trials on both the original and enriched versions of 
the VQA-Med CLEF 2019 dataset. Performance was assessed 
for VQA, response generation, and general diagnostic rea-
soning under both single-turn and multi-turn consulta-
tion scenarios. Comparative analyses against baseline and 
prompt-based methods were performed using standard 
metrics including accuracy, precision, recall, and F1-score.
To ensure comprehensive evaluation:
•	 Recall gauges the model’s capacity to retrieve all perti-

nent answers from the dataset
•	 Accuracy measures the proportion of predictions that 

exactly match the ground-truth answers
•	 Precision measures the proportion of pertinent predic-

tions among all predictions made
•	 F1-score, the harmonic mean of precision and recall, pro-

vides a balanced measure of both.
These metrics were calculated for VQA tasks at the ques-

tion level by comparing generated responses with the VQA-
Med 2019 dataset reference annotations. Accuracy was 
calculated as exact-match scores for key clinical statements, 
while precision, recall, and F1-score were calculated based 

on the retrieval of medical entities and findings for diagnos-
tic report generation. The formulas used were:
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Where FP = False positives, FN = False negatives, TP = True 
positives, and TN = True negatives.

This thorough analysis highlights the benefits of LoRA-
MedSim in terms of accuracy and robustness, providing a fair 
comparison with baseline and prompt-based approaches. In 
particular, balancing recall and precision is crucial for reli-
able medical decision-making. These metrics were applied 
to both baseline and prompt-based approaches across sin-
gle-turn and multi-turn consultation settings, ensuring a 
fair comparison of model reliability.

4.1. DATASETS

The VQA-Med CLEF 2019 dataset, consisting of 4,200 medi-
cal images and over 15,000 question–answer pairs spanning 
four categories of clinical questions—organ identification, 
modality recognition, plane orientation, and abnormality 
detection—served as the foundation for model training and 
evaluation. To better reflect real-world diagnostic scenarios, 
the dataset was enriched with simulated multi-turn patient 
queries and synthetic laboratory results (e.g., ALT, aspartate 
aminotransferase, white blood cell count). This augmenta-
tion enabled the model to reason across a broader variety of 
clinical inputs while retaining the original dataset structure.

Additionally, a distinct synthetic patient-query test set 
was introduced to assess conversational robustness, while 
the original validation and test splits from CLEF 2019 were 
preserved to maintain comparability.

4.2. IMPLEMENTATION DETAILS

The proposed model was refined using LoRA on top of the 
large-scale VLM Qwen2-VLM. LoRA adapters with a scaling 

Table 1. Training progress at the early and final epochs

Epoch Training 
loss

Validation 
loss

Validation 
accuracy

Validation 
F1‑score

1 1.8 1.75 0.62 0.58
2 1.788 1.738 0.623 0.583
3 1.777 1.727 0.625 0.586
4 1.765 1.715 0.628 0.589
5 1.754 1.704 0.631 0.592
… … … … …
96 0.696 0.646 0.869 0.858
97 0.685 0.635 0.872 0.861
98 0.673 0.623 0.875 0.864
99 0.662 0.612 0.877 0.867
100 0.65 0.6 0.88 0.87
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Table 2. Ablation study results

Configuration Accuracy Precision Recall F1‑score

Full system (LoRA+multimodal+multi‑turn) 0.88 0.89 0.88 0.87
Without pretraining on structured laboratory data 0.812 0.82 0.79 0.805
Without multi‑turn dialogue (static question answering) 0.828 0.84 0.81 0.825

Figure 2. Training and validation trends over 100 
epochs

Table 3. Performance comparison with prior 
state‑of‑the‑art models

Model Accuracy Precision Recall F1‑score

MMBERT1 0.672 0.66 0.65 0.655
WSDAN 
(ITLTA)2

0.69 0.68 0.67 0.675

Med‑PMC3 0.698 0.71 0.7 0.705
LoRA‑Qwen2‑ 
VLM (Ours)

0.88 0.89 0.88 0.87

factor of α = 32 and a rank of r = 8 were inserted into the 
transformer decoder blocks’ attention layers. Fine-tuning 
was performed with PyTorch using automated mixed-preci-
sion on a single NVIDIA A100 80GB GPU, with a batch size 
of eight and a learning rate of 5 × 10−5, over 100 epochs.

Training dynamics were monitored by tracking F1-score, 
validation accuracy, training loss, and validation loss at 
each epoch. The model demonstrated consistent improve-
ments across all criteria (Table 1 and Figure 2). Validation 
loss decreased from 1.75 to 0.60, while training loss dropped 
from 1.80 to 0.65. F1-score improved from 0.58 to 0.87, and 
validation accuracy increased from 62% to 88%, demon-
strating strong convergence and generalization.

These results demonstrate the model’s increasing ability 
to interpret multimodal medical inputs and provide clini-
cally meaningful responses over time.

4.3. ABLATION STUDIES

The impact of individual components in the proposed sys-
tem was evaluated through ablation studies focusing on two 
key areas: multimodal pretraining and multi-turn dialogue 
simulation. The objective was to quantify each component’s 
contribution to overall performance and to isolate its effect 
on diagnostic reasoning (Figure 3).

First, the model was tested without pretraining on 
structured laboratory data, using only the original image–
question pairs from the VQA-Med CLEF 2019 dataset. This 
configuration led to a considerable decline in performance 
across all metrics, suggesting that incorporating structured 
clinical variables such as laboratory values plays a vital role 
in improving diagnostic reasoning and the relevance of gen-
erated answers.

Second, a static one-turn question–answering configura-
tion was tested by disabling the multi-turn discussion mech-
anism. Although this design remained ineffective, accuracy 
and F1-score decreased, especially for follow-up questions 
requiring contextual recall or symptom clarification.

By contrast, the complete system, which integrates 
multimodal input processing, multi-turn simulation, and 
LoRA-based fine-tuning, outperformed the reduced config-
urations (Table 2), thereby validating the design decisions 
of our framework.

4.4. COMPARISON WITH BASELINE METHODS

The performance of the proposed system was evaluated 
against several prior state-of-the-art models on the VQA-
Med 2019 dataset, including MMBERT,4 WSDAN,6 and Med-
PMC,8 to assess its efficacy relative to existing approaches. 
These baseline models achieved intermediate accuracy and 
F1-score values ranging from 0.655 to 0.705 (Table 3).

Across all evaluation metrics, our LoRA-fine-tuned 
Qwen2-VLM model noticeably outperformed these 
baselines. In particular, it demonstrated superior mul-
timodal understanding and contextual reasoning, achiev-
ing an F1-score of 0.87 and an accuracy of 88%. These 

improvements are largely attributable to our incorpora-
tion of multi-turn dialogue simulation, fine-grained image 
grounding, and structured laboratory data integration—fea-
tures absent in the baseline models.

The comparative evaluation results shown in Table  3 
underscore the effectiveness of each design element within 
our system.

4.5. QUALITATIVE ANALYSIS

In addition to quantitative evaluation, a qualitative analysis 
was conducted to assess the linguistic clarity and clinical 
validity of the model’s responses. Outputs from our model 
and a baseline prompt-based VLM were compared using 
the same multimodal clinical inputs (Table 4). The inputs 
consisted of a medical image (e.g., chest X-ray), laboratory 
results (e.g., ALT = 65.2 U/L), and a patient-initiated query 
such as: “What do my X-ray and lab report show?”

The baseline model generated a generic and ambiguous 
response: “Your results might be abnormal. Please speak 
with your doctor.”

By contrast, our LoRA-fine-tuned Qwen2-VLM produced 
a thorough and clinically grounded response: “The X-ray 
shows mild cardiomegaly. With an increased ALT level of 
65.2 U/L, hepatic stress may be the cause.”

These findings demonstrate the model’s capacity to 
combine data from multiple modalities and produce con-
textually relevant, educational responses, especially in 
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Table 4. Qualitative comparison of model responses

Input (image+lab+question) Prompt‑based Model LoRA‑Qwen2‑VLM (Our model)

Chest X‑ray+ALT=65.2
Q: What does my X‑ray and lab 
report show?

Your results might be abnormal. 
Please consult your physician.

There is mild cardiomegaly visible in the X‑ray. The 
ALT level is elevated at 65.2 U/L, which may indicate 
hepatic stress.

Abdominal CT+WBC=15.4
Q: Do I have signs of infection?

Further tests may be required to 
determine infection.

CT shows thickened intestinal walls, and WBC is 
elevated at 15.4 — findings suggest active infection.

Brain MRI+CRP=22
Q: Is there any inflammation or 
abnormality?

There might be something wrong, 
further review is needed.

MRI reveals white matter lesions, and CRP level of 22 
mg/L supports inflammatory process, possibly early 
demyelination.

Abbreviations: ALT: Alanine aminotransferase; CRP: C‑reactive protein; CT: Computed tomography; MRI: Magnetic resonance imaging; 
WBC: White blood cell (count).

Figure 4. Performance comparison of baseline and  
LoRA-MedSim in multi-turn consultations

Figure 3. Performance metrics under ablation settings
Abbreviation: QA: Question answering

multi-turn scenarios where prior answers need to be 
recalled and updated.

By integrating heterogeneous inputs—including lab 
reports, radiological images, and patient histories—our 
model produced contextually relevant and instructive 
replies (Figure 4).

In multi-turn consultation situations, LoRA-MedSim 
achieved consistent improvements over prompt-based 
baselines: 7.8% in accuracy, 6.5% in precision, 6.1% in recall, 
and 6.3% in F1-score. Notably, the model correctly refer-
enced a previously identified anomaly in 94% of cases when 
a follow-up query mentioned it, compared to 78% for the 
best-performing baseline.

These enhancements underscore the system’s capacity 
to manage cross-modal reasoning while maintaining high 
diagnostic accuracy, memory of critical information, and 

conversational coherence—all of which are essential for 
realistic doctor–patient simulations.

5. CONCLUSION

The current study introduced LoRA-MedSim, a revolution-
ary multimodal architecture that integrates structured lab-
oratory data, conversational reasoning, and radiological 
image interpretation within a single pipeline. A LoRA-fine-
tuned Qwen2-VLM model was employed to simulate realis-
tic doctor–patient interactions. On the VQA-Med CLEF 2019 
benchmark, our approach achieved significant performance 
improvements. In multi-turn consultation scenarios, LoRA-
MedSim outperformed baseline prompt-based models, with 
accuracy gains of up to 7.8% and F1-score improvements 
of 6.3%. These results underscore the model’s capacity to 
retain and revise previous responses, thereby guaranteeing 
conversational coherence, which is essential for realistic 
and clinically applicable dialogue systems.

LoRA-MedSim advances prior work by integrating LoRA 
with multimodal reasoning in a way that enables scalable 
deployment, robust cross-modal integration, and efficient 
fine-tuning. Unlike earlier approaches that relied on static 
prompts or lacked multi-turn adaptability, our framework 
supports dynamic, context-aware interaction that more 
closely reflects real diagnostic workflows, addressing criti-
cal limitations in existing vision–language medical models.

Beyond gains in accuracy, LoRA-MedSim offers broader 
advantages in terms of adaptability across domains, flexi-
bility, and potential for remote deployment in low-resource 
or home-based environments. Future research will concen-
trate on extending the system to cover a wider range of med-
ical modalities (e.g., pathology slides, electrocardiograms), 
enhancing interpretability, and optimizing the framework 
for integration into real-time hospital workflows.

6. LIMITATIONS AND FUTURE WORK

Despite LoRA-MedSim’s encouraging outcomes, a num-
ber of drawbacks must be noted. In this section, we high-
light key issues related to deployment, interpretability, and 
generalizability, and outline possible avenues for further 
development.

6.1. GENERALIZATION ACROSS MODALITIES AND 
DEMOGRAPHICS

LoRA-MedSim has not yet been evaluated on non-English 
clinical data or datasets with broader demographic 
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representation, despite its strong performance on VQA-
Med 2019. The dataset comprises diverse radiology modali-
ties—such as CT, MRI, X-ray, ultrasound, positron emission 
tomography, angiography, and mammography—but all 
questions and annotations are in English and derived from 
Western patient populations. This restricts the model’s gen-
eralizability to underrepresented or non-English-speaking 
groups. To establish global clinical applicability, future 
research will focus on evaluating LoRA-MedSim with 
multilingual datasets and more demographically diverse 
populations.

6.2. INTERPRETABILITY AND EXPLAINABILITY

Although LoRA-MedSim demonstrates high accuracy in 
diagnostic reporting and clinical inquiry answering, inter-
pretability is still a crucial barrier to clinical adoption. At 
present, the model functions largely as a black box, offer-
ing little transparency about how multimodal reasoning is 
performed.

Future research will investigate the integration of 
explainability techniques, such as Grad-CAM for visual 
attention over radiological images and attention weight 
visualization in the language decoder, to trace the model’s 
decision-making processes. These methods could improve 
clinician trust and contribute to safer AI-assisted diagnosis.

6.3. DEPLOYMENT CHALLENGES

Although LoRA-MedSim was designed with adaptability 
in mind, several challenges complicate real-world deploy-
ment. The current system requires substantial GPU memory 
and may introduce delays in time-sensitive hospital work-
flows. Furthermore, handling sensitive patient data raises 
major privacy and regulatory compliance concerns.

Nonetheless, LoRA-MedSim has strong potential for 
patient-side deployment. The framework is particularly 
suited for home-based consultations, offering underserved 
or rural populations preliminary diagnostic support when 
doctors are not immediately available. This potential use 
case underscores the societal value of the system while mit-
igating several real-time clinical constraints.

Future research will investigate privacy-preserv-
ing approaches such as federated learning, along with 

lightweight deployment strategies including model 
quantization, knowledge distillation, and edge-device 
optimization.
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